On the time v.s. space complexity of Adaptive Huffman coding

1. Introduction

As the amount of information that is needed, desired, and available increases, the need for more efficient ways of representing information increases as well. The goal of data compression is to provide the most efficient way to represent information. Huffman coding [4] is one of the lossless compression techniques. Since David Huffman inventedbuffered adaptive Huffman coding. This approach dynamically changes the structure of Huffman code trees when encoding and decoding. Unlike original adaptive Huffman coding, the time when to update the tree is adjusted to not change the tree every time we read a symbol. It is changed only when the updating point is reached and it will save the number of updating the adaptive Huffman tree. The scheme is fast and useful to on-line encoding. We also propose a method of nonbinary Huffman coding based on adaptive encoding, called $m$-ary adaptive Huffman coding.
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the scheme in 1952, Huffman code has been widely used in a variety of forms, such as text, images, speech, video, and so on.

The basic idea of Huffman coding is to produce a binary tree and encode a symbol, which is a leaf of the tree, to a binary string with the sequence of edge labels on the path from the root to the symbol. One disadvantage of Huffman’s algorithm is that it makes a two-pass procedure over the data: the frequency counts are collected in the first pass, and the data is encoded in the second pass. Moreover, the method cannot encode data on-line to cater the network communication with massive data of multimedia today.

In order to convert this algorithm into a one-pass procedure, Faller [2] and Gallagher [3] independently developed algorithms for adaptively developing the Huffman code based on the statistics of the symbols already encountered, latter improved by Knuth [5] and Vitter [8]. In the present paper we propose a new approach on adaptive Huffman coding by adding a buffer. By using the buffer, the time of encoding and decoding is faster than the scheme proposed by Vitter. It is described in the following section. In section 3, we propose a method of nonbinary and adaptive Huffman coding. The algorithm is similar to that of adaptive Huffman coding.

2. Buffered adaptive Huffman coding

Adaptive Huffman coding [6][7] is a technique for on-line compressing data that requires only one-pass over the data. That is, adaptive Huffman codes encode the next character with the current tree and then rebuild the tree to be optimal for all characters seen thus far. The scheme follows the original Huffman’s algorithm and modifies the structure of binary tree adaptively to maintain the property of Huffman tree.

To describe how the adaptive Huffman code works, we add two other parameters to the binary tree: the weight of each node and a node number. The weight of each external node is simply the number of times the symbol has been encountered. And that of each internal node is the sum of the weights of its children. The node number assigned as the order, $2n - 1$, $2n - 2$, $2n - 3$, ..., where $n$ is the size of alphabet. At the start of transmission, the tree at both the transmitter and the receiver consists of a single node that corresponds to all symbols not yet transmitted (NYT) which has a weight of zero. Before the beginning of transmission, a short fixed code for each symbol is agreed upon between transmitter and receiver. Once a symbol is encountered for the first time, the code for the NYT node is transmitted followed by the fixed code for the symbol, and then taken out of the NYT list. Suppose that the source has an alphabet $(a_1, a_2, \ldots, a_m)$ of size $m$. We pick $e$ and $r$ such that $m = 2^e + r$ and $0 \leq r < 2^e$. A letter $a_k$ is encoded to $a_k.\text{enc}$ as follows:

\begin{enumerate}
  \item If $1 \leq k \leq 2^r - 1$, then $a_k.\text{enc} = (e + 1)$-bit binary representation of $k - 1$
  \item Else $a_k.\text{enc} = e$-bit binary representation of $k - r - 1$.
\end{enumerate}

The original adaptive Huffman coding says that we should update the Huffman tree once a symbol is read. It is very inefficient since calling a procedure is expensive and the result of update may be the same before changing. To make the adaptive Huffman coding more useful and effective, we propose the buffered adaptive Huffman coding by adding a new parameter, called buffer. The buffer is added to record the frequency of each symbol that has been encountered. Every time a symbol is read, the frequency of the symbol is increased by 1. We update the tree only when the number of frequency of a symbol reaches the number $B$, which is defined as updating point. In this way, the times of calling procedure of update are reduced. Moreover, the period of encoding and decoding are both shortened. This approach speeds up the coding time within only a small buffer, i.e. we trade some space for time. The algorithm of buffered adaptive
Huffman coding is as follows:

**Encoding( )**

Set the frequency of each symbol to zero.
While the symbol read is not the last one do
  Increase the frequency of the symbol by 1.
  If the frequency of the symbol is 1 then
    Send code for NYT node followed by index in the NYT list.
  Else
    Code is the path from the root node to the corresponding node.
    If the frequency of the symbol \( \text{mod } B \) is not zero then
      Continue the loop.
  End do
Call update procedure.

**Decoding( )**

Set the frequency of each symbol to zero.
While the bit read is not the last one do
  Go to root of the tree.
  While the node is not an external node do
    Read bit and go to corresponding node.
  End do
  If the node is the NYT node then
    Read \( e \) bits.
    If the \( e \)-bit number \( p \) less than \( r \) then
      Read one more bit.
    Else
      Add one to \( p \).
      Decode the \((p+1)\) element in NYT list.
      Increase the frequency of the symbol that is decoded by 1.
    End if
  Else
    Decode element corresponding to node.
    Increase the frequency of the symbol that is decoded by 1.
    If the frequency of the symbol \( \text{mod } B \) is not zero then
      Continue the loop.
    End if
  End do
Call update procedure.

**Update( )**

If symbol appear at first time then
NYT gives birth to a new NYT and an external node.
Increment weight of external node and old NYT node.
Go to old NYT node.
While the node is not the root node do
  Go to parent node.
  If the node number is not the maximum in block then
    Switch node with highest numbered node in block.
    Increment node weight.
  End do
Else
  Go to symbol external node.
  While true do
    If the node number is not the maximum in block then
      Switch node with highest numbered node in block.
    Else
      Break the loop.
  End do
* The set of nodes with the same weight makes up a block.

3. \( M \)-ary adaptive Huffman coding

The binary adaptive Huffman coding can easily be extended to the nonbinary case where the code elements come from an \( M \)-ary alphabet, and \( M \) is not equal to two. The approach of the scheme is almost in the same way. The major difference is in the encoding and decoding procedures. In both procedures, we check if the number of symbol first appeared reach the value of \( M - 1 \) before calling the update procedure. The check ensures the growth of tree rise \( M \) nodes every time. The algorithms of encoding and decoding procedures are as follows:

**Encoding( )**

Set \( N \) to zero.
While the symbol read is not the last one do
  If this is the first appearance of the symbol then
    Send code for NYT node followed by index in the NYT list.
    Increase \( N \).
    Continue the loop.
  Else

**Decoding( )**

Set the frequency of each symbol to zero.
While the bit read is not the last one do
  Go to root of the tree.
  While the node is not an external node do
    Read bit and go to corresponding node.
  End do
  If the node is the NYT node then
    Read \( e \) bits.
    If the \( e \)-bit number \( p \) less than \( r \) then
      Read one more bit.
    Else
      Add one to \( p \).
      Decode the \((p+1)\) element in NYT list.
      Increase the frequency of the symbol that is decoded by 1.
    End if
  Else
    Decode element corresponding to node.
    Increase the frequency of the symbol that is decoded by 1.
    If the frequency of the symbol \( \text{mod } B \) is not zero then
      Continue the loop.
    End if
  End do
Call update procedure.
Code is the path from the root node to the corresponding node.
End do
Call update procedure.
If $N$ is equal to $m - 1$ then
Set $N$ to zero.
End do

Decoding()
While the bit read is not the last one do
  Go to root of the tree.
  While the node is not an external node do
    Read bit and go to corresponding node.
  End do
  Set $N$ to zero.
  While $N$ is not equal to $m - 1$ do
    If the node is the NYT node then
      Read $e$ bits.
      If the $e$-bit number $p$ less than $r$ then
        Read one more bit.
      Else
        Add one to $p$.
        Decode the $(p + 1)$ element in NYT list.
        Increase $N$.
        Continue the loop.
    Else
      Decode element corresponding to node.
      Break the loop.
  End do
End do

In this way, the depth of $m$-ary adaptive Huffman tree will be reduced, since the growth of tree rise on width of it partly. This means that codewords of symbols are reduced. Hence, the period of tracing path is shorter than binary scheme when decoding.

4. Conclusion

The efficiency of the new method of buffered adaptive Huffman coding depends on the judicious choice of the size of buffer. Too large or too small size would cause needless waste on transmission. Experiments are needed to decide the size for different environment. In the $m$-ary adaptive Huffman coding, the efficiency depends on the value of $m$. The more the value is, the faster it will be when decoding.
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